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INTRODUCTION

Social media platforms like Facebook and Twitter were once hailed as a transformative means to connect people, create community, amplify diverse voices, and mobilize civic engagement. More recently, they have been implicated in spreading misinformation, amplifying hate speech, reinforcing bias, and creating echo chambers and “filter bubbles”, all of which are highly problematic for democracy. This is not to say social media are the main source of challenges to our democratic life or the only force challenging it; just that they significantly exacerbate the problem by ramping up polarization, divisiveness, misinformation, and poor public discourse.

At the center of social media’s impacts are the machine learning/AI algorithms that organize so much of life online. In AI, computer programmers design algorithms that allow machines to learn from large sets of data without the need for programmer intervention—in other words, the machines learn, make decisions and deliver outcomes—like what appears on one’s social media feed—on their own, often without human awareness or oversight.

Naturally enough, these social media algorithms are designed to engage users in ways that maximize profit for the companies that create them—and they do a very good job of it by encouraging people to spend a lot of time online, consuming and passing along information within their social networks. Such “engagement” often happens harmlessly and even delightfully through sharing of photos and videos of kittens, grandkids and lip-synched pop songs. But when it comes to our political discourse, unfortunately, outrage and outrageousness are particularly effective engagers of attention, more so, it seems, than sound data, compelling evidence, and solid ethical arguments.

Provocative, controversial posts about politics and public life grab us by the lapels of our human nature (our cognitive biases and social psychology), regardless of whether they are factual or constructive. They are quite effective in encouraging us to spend a lot of time clicking on and sharing information and messages online, all of which leads to substantial profits for these platforms, even as it becomes highly problematic for the quality of our democracy’s public discourse, public opinion, and public participation. As a result of the dangers this phenomenon is posing to democracy, pressure is growing for social media companies to do more to address how their platforms affect democracy, and for government and consumers to do more, as well.

This paper draws on expert interviews and recent studies and analyses to explore the potential for artificial intelligence on social media—particularly algorithms that shape machine learning outcomes—to support the American public’s ability to come to sound judgment on important decisions in our society. In exploring these questions of AI and public discourse, we are, in essence, asking what a more “democracy-friendly” internet might look like and how it might perform. By a “democracy-friendly” internet, we seek platforms that are not only free from hateful speech and blatant misinformation but with the positive attributes that help citizens act as citizens by providing:

- User-friendly access to trustworthy information
- Exposure to a wide range of political and social perspectives and value propositions
- The ability to exchange ideas productively, with both the likeminded and those who think differently

---

1 Filter bubbles are defined by Dictionary.com as “a phenomenon that limits an individual's exposure to a full spectrum of news and other information on the internet by algorithmically prioritizing content that matches a user's demographic profile and online history or excluding content that does not” and echo chambers are defined as “an environment in which the same opinions are repeatedly voiced and promoted, so that people are not exposed to opposing views.” “Filter bubble”, Dictionary.com, last modified March 2, 2020, https://www.dictionary.com/browse/filter-bubble?ss.

Our aim in this paper is to help concerned citizens and decisions makers, and especially the “non-techie” among them, to think through these issues and explore possible solutions. Collectively, we bring to these questions a significant level of technological expertise, along with decades of experience in studying how the public grapples with public problems and the kinds of inputs and conditions that help or hinder them in doing so. Our perspective on the latter draws especially on the work of the social scientist and democratic theorist Dan Yankelovich, first codified in his 1991 book, *Coming to Public Judgment*.

Bringing this “public judgment” perspective to conversations about the internet and democracy is a major goal. We think the framework, which we describe below, can be useful for helping data scientists, online practitioners, and democracy advocates converge in common cause and fruitful conversation on the possibilities of designing social media that enhance democratic participation rather than undermining it. We hope this discussion can serve as a useful starting point for fresh cross-sector, cross-partisan conversation about how social media can strengthen rather than undermine democratic life. We consider four paths for doing so: ethical design, regulation and incentives, consumer education and power, and research and innovation.

To test and explore this possibility, we have reviewed relevant literature and interviewed a range of experts whose work spans the intersection of technology and democracy:

- **Cheryl Contee**, cofounder of several tech startups, including Do Big Things, and an affiliate at Harvard University’s Berkman Center for Internet and Society
- **Will Ferguson**, veteran of numerous tech startups, cofounder and chief executive officer of a civic tech project called EnCiv, and coholder of eight patents in machine-learning solutions
- **Adolf Gundersen**, research director at the Interactivity Foundation and cofounder and chief operating officer of EnCiv
- **Craig Newmark**, founder of craigslist and Craig Newmark Philanthropies
- **Eli Pariser**, Public Interest and Tech Fellow at New America
- **Foster Provost**, professor at New York University and director of Data Analytics and AI at the NYU/Stern Fubon Center
- **John Thomas**, a “user experience consultant” at !Problem Solving International, former research staff member at IBM, and executive director of the AI lab at NYNEX Science and Technology
- **Micah Sifry**, cofounder of Civic Hall and Personal Democracy Media
- **Natalie Stroud**, associate professor at University of Texas at Austin and director of the Center for Media Engagement
- **Duncan Watts**, professor at University of Pennsylvania, Annenberg School of Communication, and former employee of Microsoft and Yahoo!

“As a result of the dangers social media is posing to democracy, pressure is growing for companies to do more to address how their platforms affect democracy, and for government and consumers to do more as well.”
We explored with these experts, and raise here, the following questions:

- In theory, could machine learning enhance the ability of social media to facilitate public judgment rather than undermine it, as is too often the case today?
- What are the obstacles—technical, economic, political, and otherwise—to its ability to do so?
- Do any promising examples of research and practice suggest it may be possible to overcome the obstacles?
- What are some ways in which this project might be moved forward?

Before exploring these questions directly, we’ll provide a discussion of the concept of “public judgment,” which we think provides a useful framework for thinking about how social media might be reoriented in a more democracy-friendly direction.
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THE PUBLIC JUDGMENT FRAMEWORK

Over six decades of close study, Daniel Yankelovich was continually impressed by the lack of attention paid to the question of the quality of public opinion. He thought it poor research practice and problematic for democracy to report research findings suggesting “a majority of Americans support policy X” if people had never really thought through the implications of policy X, and that the supposed “consensus” would fall apart as soon as they realized there were tradeoffs involved. As a result, he began to distinguish in his work between raw, unstable “opinion” and more stable “public judgment,” a term he reserved for relatively stable views that are developed over time as people struggle with an issue and the ramifications and tradeoffs of different solutions for it.

Moreover, Yankelovich observed that the public tends to move through three distinct stages, each with sub stages, to come to sound public judgment:

In the Consciousness Raising stage, the public becomes aware of an issue as something needing attention, and ultimately develops a sense of urgency about addressing it. The news media tend to be central to this phase of public judgment formation.

In the Working Through stage, people begin looking for answers and solutions. They consider their personal experience as well as evidence and ideas they encounter about how to move forward. Often, they are attracted by the lure of easy answers before they are willing to grapple with the hard choices and tradeoffs of real-world solutions. The news media tend to be less useful here, as they are continually moving on to the next big thing before people have done much “working through.”

In the Resolution stage, the public tends to stabilize in its decisions, reaching a sense of public judgment—first “in theory” and, over time, in practice as behavior aligns with new convictions and norms. This stage of public thinking is marked by being relatively stable (it can certainly evolve further but does not change dramatically at the latest headline or tweak of survey wording). And it is more responsible (in the sense that people have accepted that there are no magical answers, struggled with contending ideas and choices, and shown a willingness to accept tradeoffs and to deal with the consequences of their choices).

As related by Will Friedman in 2019, Yankelovich offered the question of women in the workplace as a tangible example of how public judgment can establish itself:

Whereas in 1971 62 percent of Americans agreed that “men are better suited emotionally for politics than women,” 15 years later, in 1986, only 36 percent agreed—and many fewer would do so today. [According to Yankelovich,] “Changes in attitudes toward the role and status of women clearly show how Americans [were] struggling to assimilate new values...”

1 Daniel Yankelovich, the social scientist and pioneering public opinion researcher, published twelve books, the last—Wicked Problems, Workable Solutions—just two years before his death in 2017 at age 91. He founded or cofounded numerous organization and initiatives, including the polling firm Yankelovich, Skelly and White, the New York Times/Yankelovich Poll, the nonprofit, nonpartisan Public Agenda (with which the present authors are associated), and the Yankelovich Center for Applied Social Science Research at the University of California, San Diego. He received the American Association of Public Opinion Research Award for Exceptionally Distinguished Service in 2012 and, in 2015, the Roper Center’s Mitofsky Award for Research Excellence.
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[around self-expression, self-fulfillment, autonomy, pluralism . . . ] with traditional ones [around home, family, social status . . . ].

A more recent example would be the evolution of public opinion on cigarette smoking in public venues, once the norm and now outlawed with strong public support. We may also be well on our way to a shift in public judgment regarding criminal justice and incarceration reform, especially with respect to alternatives to imprisonment for nonviolent offenses.

Social Media’s Challenges to Public Judgment Formation

Social media, and the algorithms that organize them, have introduced new dynamics to how people navigate the stages and tasks of coming to public judgment. On the positive side, social media allow greater access to a wider range of information than ever before and create new ways for people to connect with each other and share ideas. But, on the negative side, social media create or exacerbate a host of difficulties that subvert public judgment:

- Toxic, polarizing content that too easily goes viral
- Information overload, a problem exacerbated by the loss of trusted gatekeepers
- The spread of misinformation, abetted by automated bots and, now, "deep fakes" that make it increasingly difficult to distinguish online reality from online illusion
- The speed of information flows, which makes it difficult to contain or challenge misinformation and other kinds of problematic content
- Filter bubbles and echo chambers that create bias, reinforce narrow thinking, and stoke polarization

All of this is to say, when the public is forming opinions in an information and communications environment increasingly driven by misinformation and vitriol, the quality of that public opinion will suffer. For the public to come to sound judgment, it needs

- trustworthy and accessible information;
- exposure to diverse perspectives;
- the opportunity to articulate opinions, be challenged, and deliberate among different points of view; and
- the chance to learn the benefits and challenges of prospective solutions.

In theory, at least, social media ought to have as much potential to foster these conditions and facilitate stronger public judgment as to undermine it—but, assuming that potential exists, it remains largely untapped.

“Social media ought to have as much potential to foster public judgment as to undermine it—but if so, that potential remains largely untapped.”


THE NEED FOR GENERATIVE AS WELL AS PREVENTIVE MEASURES

As we reviewed the literature and interviewed experts, it became apparent that, while more conversation than ever before is taking place about the impact of social media on society and democracy, on the whole the biggest focus in response has been on preventive rather than generative measures. A surge of discourse and initiatives has sought in the past few years to combat the spread of hate speech, misinformation, and undemocratic manipulation of public opinion and voting behavior, including how to counter the way machine learning empowers bad actors to pursue these tactics.6 We fully support this work and think it an essential corrective to the problems we’ve been raising here.

We also think, though, that much more attention should be paid to how to design and provide incentive proactively for social media that are democracy friendly, and specifically so with respect to the problem of public judgment in our increasingly complex world. Can machine learning, for example, be applied in ways that help people understand better the evidence on public problems, to encounter and engage with diverse views productively, and to understand the tradeoffs of alternative solutions? Can it support healthy democratic discourse that reveals common ground and usefully clarifies disagreements? Ethan Zuckerman, director of the Center for Civic Media at MIT, has recently urged the field to envision just these sorts of possibilities:

Can we imagine a social network designed in a different way: to encourage the sharing of mutual understanding rather than misinformation? A social network that encourages you to interact with people with whom you might have a productive disagreement, or with people in your community whose lived experience is sharply different from your own? Imagine a social network designed to allow constituents in a city to discuss local bills and plans before voting on them . . . Instead of optimizing for raw engagement, networks like these would measure success in terms of new connections, sustained discussions, or changed opinions. These networks would likely be more resilient in the face of disinformation, because the behaviors necessary for disinformation to spread—the uncritical sharing of low-quality information—aren’t rewarded on these networks the way they are on existing platforms.7

Based on our interviews and reading of the literature, people are just beginning to think deeply about how to move beyond the necessary rearguard, defensive measures to minimize the degradation of the internet as it exists today, and to envision the kinds of possibilities Zuckerman raises. And, to the extent some are beginning to imagine a more democracy-friendly internet, the thinking and experimentation is at a very early stage.

The moment thus seems especially ripe for framing up more cross-sector conversation about how we might guide and accelerate this process, including the diverse values and perspectives of a diverse society that ought to guide social media redesign, the role of government regulation and industry self-regulation, the need for consumer education, and the role of research and innovation. To aide that conversation, we now turn to our main discussion of the four paths that might lead us toward a more democracy-friendly internet, with social media that support rather than undermine the public’s capacity for sound judgment.


FOUR PATHWAYS TOWARD SOCIAL MEDIA THAT ENHANCE PUBLIC JUDGMENT

As they are still relatively new, we have not fully absorbed the potential of social media to enhance public judgment. Through our interviews and initial research, we have identified four prospective paths along which people are attempting to move social media in healthier directions relevant to democracy in general and the problem of public judgment in particular. Each path warrants consideration and discussion, and we offer this analysis as a means to frame and advance the conversation. The potential paths are:

1. **Ethical design**: support for an ethical design movement for the internet that creates democracy-friendly professional norms (similar to the Hippocratic Oath) and promotes AI on social media that prioritize or “optimize for” results consistent with those norms.

2. **Regulation and incentives**: the creation of more effective regulation of tech platforms to ameliorate online conditions deleterious to public judgment and increase those conducive to it.

3. **Consumer education and power**: the education of consumers on how the design of social media platforms can affect their ability to participate effectively in a democracy, after which they may be able to demand of industry the kind of platforms they see as being in the public’s interest.

4. **Research and innovation**: the development of democracy-friendly social media platforms that support public judgment formation, including innovations that also support positive business outcomes to provide incentive for adoption, and allow for the research needed to inform such innovations.

Below we elaborate on these four pathways in detail, including the opportunities and challenges each presents. The best way forward may involve one of these paths, a combination of them, or a different path entirely. Our aim is to stimulate productive dialogue on how social media platforms can better support public judgment as part of the critical infrastructure for a healthy, thriving twenty-first-century democracy.

**Pathway 1: An Ethical Design Movement**

As the negative impacts of social media have been increasingly in the spotlight, momentum around ethical design has started to grow in the tech industry. In his TED Talk “The Filter Bubble,” for instance, Eli Pariser argued, “We need the new gatekeepers to encode that sense of responsibility into the code that they’re writing . . . Make sure algorithms have encoded in them a sense of public life, a sense of civic responsibility.” Similarly, Amy Webb has discussed how nine companies—Alibaba, Amazon, Apple, Baidu, Facebook, Google, IBM, Microsoft, and Tencent—need a fire lit under them to spur them to consider the ethical ramifications of AI in their platforms. She wrote,

> The future of AI—and by extension, the future of humanity—is already controlled by just nine big tech titans, who are developing the frameworks, chipsets, and networks, funding the majority of the research, earning the lion’s share of patents, and in the process mining

---

8 We use the term “optimize for” throughout the paper, which means creating algorithms that prioritize certain outcomes over others.

9 Micah Sifry, interview by Will Friedman and Quixada Moore-Vissing, November 18, 2019.

our data in ways that aren’t transparent or observable to us . . . We must empower and embolden the Big Nine to shift the trajectory of artificial intelligence, because without a groundswell of support from us, they cannot and will not do it on their own.\textsuperscript{11}

This “groundswell of support” cited by Webb needs to address how humans are limited in their ability to identify their own biases and to predict how technology might affect society. As Cheryl Contee questions,

\begin{quote}
I know how developers actually make a lot of decisions at the root level. Are those people really equipped? Are they partnered with people who can help them think through the implications of the things they’re building and design better solutions?
\end{quote}

At this point, no universal conceptualization exists of what constitutes ethical design, but people are beginning to wrestle with the problem. In 2018, for instance, Salesforce hired its first chief ethical and humane use officer.\textsuperscript{13} Harmony Labs is conducting research about how media might be optimized to advance the public good,\textsuperscript{14} and the University of Michigan founded a Center for Social Media Responsibility, also in 2018.

That said, some ideas are emerging that can help us begin this conversation about attributes of ethical design. The research institute Data and Society, for example, discussed “values-in-design” and “values sensitive design” in a 2016 report that defined an approach whereby “designers need to be made more aware of and critically examine how their own values shape the technologies they work on or produce.”\textsuperscript{15} And Eli Pariser and Natalie Stroud are working on a new initiative at New America Foundation that applies urban design principles to digital public spaces, essentially calling for tech designed with public interests in mind. They are framing digital public spaces as arenas where expectations around shared norms and values for behavior that serve the public good can be articulated, similar to other public squares, like parks or libraries.\textsuperscript{16}

One issue central to ethical design is optimization in AI—that is, the question of what goals algorithms are attempting to accomplish through continuous (machine) learning . Although businesses inevitably have profits in mind, Foster Provost, who has worked in both the tech industry and academia, warns against taking a narrow view of business motives. He states that businesses are thinking not only about short-term profit maximizing but about the long-term survival of the company, their brand image, the interests of stakeholders other than just shareholders, and about ethics and simply doing the right thing.

Other interviewees are more pointed in their criticism of the big platforms, suggesting profit motives trump other considerations, resulting in side effects that undermine healthy democratic discourse and sound public judgment. A platform may, for instance, create feeds that cater to user interests to keep them engaged but in the process also support narrowing the user’s point of view rather than providing balanced information about an issue. Furthermore, since extreme or upsetting content may get more attention and more easily go viral, platforms may promote

\begin{itemize}
\item \textsuperscript{12} Cheryl Contee, interview by Will Friedman and Jim Euchner, June 17, 2019.
\item \textsuperscript{15} Caplan and Boyd, “Who Controls the Public Sphere?”
\item \textsuperscript{16} Eli Pariser, interview by Will Friedman and Jim Euchner, 2019.
\end{itemize}
content that will attract user clicks and views, even if that content is inaccurate, artificially polarizing, or hateful. Such practices bias, outrage, and disturb users in ways that make them less likely to engage in well-rounded and fair-minded thinking and decision making.

In theory, though, algorithms could optimize for better public judgment outcomes, such as increasing access to diverse points of view, promoting civil and stimulating discourse across differences, and encouraging users to engage with new content that might expand their thinking. Among the questions are, what would optimizing for public judgment rather than for profit look like? Can and will businesses uphold goals of long-term survival and financial success while at the same time acting as ethical leaders in their industries by generating business models and user experiences that support the social good and create a more democracy-friendly internet?

The Potential and Complexities of Ethical Design
Some experts we interviewed acknowledge the complexity of establishing goals and values that might guide AI development if profit were not the dominant ultimate objective. Natalie Stroud, for example, shares that she and Eli Pariser have been working on a project called “civic signals” to identify a set of principles for more positive tech platforms. But Stroud agrees that deciding what is “good” is complicated. “It’s a super humbling experience—you start thinking: Plato tried to do this. What was I thinking when I decided to embark on this?” And Foster Provost comments that sometimes we try to understand if Option A or Option B is better for people, but it’s often not that simple. A is better than B for some and worse for others.

The trickiness and complexity of the endeavor are reflected as well in recent arguments by U.S. Senator Ted Cruz and other Republican Party officials, who have expressed concern that Facebook, Google, and Twitter are limiting the reach of the political speech of right-leaning users. Cruz stated at a Senate Judiciary Committee hearing on free speech, technology, and public discourse that “what makes the threat of political censorship so problematic is the lack of transparency, the invisibility, the ability for a handful of giant tech companies to decide if a particular speaker is disfavored.” Social media sites are tasked with sometimes conflicting tasks, such as minimizing disinformation while trying to ensure content is not censored. Such dynamics underscore the need for ethical design to ensure an inclusive and fair treatment of views in a pluralistic democracy and spread factual information—no easy task, but one generally believed possible by those we interviewed.

The European Union’s work around public service media provides one starting point for determining what criteria democratically aligned algorithms could optimize for. Several journalists from the BBC—Fields, Jones, and Cowlishaw—presented a paper at the 2018 Rec Sys conference about the need for “public service algorithms” and the role these could play, in particular, in changing the nature of social media recommendation systems (that is, the systems that recommend to consumers further content to explore). They argued that the increasing use of algorithmic recommendations that cater to user interests threaten EU public service values like universality and diversity, and instead “reinforce audiences’ preexisting preferences . . . creating experiences more like a goldfish bowl than a window to the world.” The result is that users are treated as “consumers first, as opposed to citizens.”

---

17 Natalie Stroud, interview by Will Friedman and Jim Euchner, October 24, 2019.
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Fields and colleagues identified two key pathways for public service algorithm design, one focused on diversity and the other on accountability. Designing for diversity considers how to expose users to a balanced range of information and perspectives in ways that encourage “agency, autonomy, and personal growth” and enable them to make reasoned decisions. Designing for accountability calls for algorithms in public service media to be accountable rather than black boxes, where the information is inaccessible or unknown. The authors argued for the need to ensure the “workings of recommender systems are transparent and intelligible across technical, managerial, and editorial teams” and called for these systems to be subjected to rigorous testing of how they work in practice and with what impact—in particular, how they determine what content is being presented to audiences, based on what criteria, and to what effect. Similarly, Martens and Provost examined AI systems that classify pieces of texts—for example, the identification by Facebook of posts that are potentially objectionable or inflammatory. These authors argued for a broader human understanding of how such decisions are made. Managers within an organization, for instance, need to understand the process by which texts are flagged so they can communicate that process to their staffs; customers affected by those decisions need to understand why certain actions regarding their posts were made; and the data science and development team needs to understand both the process and its impact so they can then improve the algorithms.

The design paradigm outlined by Fields, Jones, and Cowlishaw illustrates rising discourses in Europe that frame public service media practices as a mechanism for strengthening citizenship and upholding such fundamental human rights as freedom of expression and information. In a 2016 conference, the European Council outlined that public service media should allow for impartial and independent news and information, prevent discrimination in all its forms, and provide a forum for public discussion in which a broad spectrum of opinions can be discussed. While how well these design norms are observed and how they work in real life remain to be seen, to us they seem well-aligned with the importance of creating conditions conducive to sounder public judgment.

At this time, the work around ethical design is emergent, occurring in disparate pockets, and far from fully realized. More thinking and conversation will surely be needed to explore what a universal, yet practical and cogent, set of values might look like, and how they would be encouraged and/or enforced. This is a complicated proposition, and the experts we interviewed identify several roadblocks to progress. Natalie Stroud feels the development of public service algorithms will require large datasets, which can be difficult to come by, to train any machine learning. And even if platforms are successful in creating algorithms that optimize for social goods, these algorithms could be easily exploited. Craig Newmark worries that bad actors could infiltrate public service algorithms and pollute them. Will Ferguson raises broader questions about users’ rights to keep their personal data private, and how lack of privacy could allow for civic manipulations. He notes that even if companies successfully create more civic-minded platforms, the question remains of how user data will be used—for instance, the same data generated in a multipartisan discourse online to inform better public judgment could be used to manipulate users’ political behavior and inform election strategies.

23 Stroud, interview.
24 Craig Newmark, interview by Will Friedman and Jim Euchner, April 23, 2019.
25 Will Ferguson, interview by Will Friedman, Adolf Gundersen, and Jim Euchner, April 17, 2019.
Another question that emerges is what our goal should be. Should we design algorithms that encourage more expansive and well-rounded thinking? Or should we, rather, create neutral systems that empower consumers to decide for themselves whether they want to narrow down their input and reinforce their current ways of thinking or expose themselves to new ideas that broaden their perspectives? Such freedoms could be supported through “opt-in” or “opt-out” policies.

A broader question is how social media platforms might balance optimizing machine learning for democratic outcomes with optimizing it for profits. Stroud has done some work that suggests creating a “double bottom line,” where innovations can simultaneously be good for democracy and for business, may be possible. But others, like Adolf Gundersen and Will Ferguson, have questioned if profit outcomes will always overshadow democratic ones. As Gundersen states, “What my concern would be in leaving it to the private sector with their single bottom line is—what encourages them to shoot for the double bottom line? You might be able to engineer solutions like that, but ultimately dollars and cents are going to win out over their commitment to democracy.”

In sum, the feasibility and effectiveness of ethical design depend on research and thought leadership that recognize the tremendous influence tech platforms have on how people think, engage, learn, and make decisions. Not only are the outcomes from the use of social media tangled and complex many of them are not even yet fully formed, and it requires our best predictions to think through how what we do today may affect tomorrow. Such work will require all hands on deck, including tech designers, moral leaders, government officials, business executives, and researchers. And it will require the space for thoughtful conversation among participants who take the time to look at the forest rather than trees, even in the face of the rapid pace of the market.

**Pathway 2: Regulation and Incentives**

As new means of communications and information sharing, social media platforms were at first not regulated the way large media corporations are, although in recent years they have clearly and increasingly been operating as the large corporations do, and national governments and international agencies have been struggling to keep pace. Although many of these companies like Facebook may not have been developed with the intention of being major distributors of news and information, a recent Pew Research Center study indicates over half of Americans are getting their news from social media platforms, a trend that has been growing steadily for the past few years.

As Caplan and Boyd have written, “The recognition that [social media] platforms can shape what news and information comes into user awareness, and thus political attitudes and beliefs, has not yet been reflected by public interest media policies.” Can the impetus and energy for the creation of more democracy-friendly digital platforms come from within the online industry, or must it come from outside it? The notion that social media companies should take on more accountability and self-regulation is gaining traction. The question, of course, is whether practice will default to profit over principles. As Micah Sifry argues, “A lot of the problems with social media’s effect on society is the business model of these big platforms. Until we force some

---

26 Stroud, interview.
27 Adolf Gundersen, interview by Will Friedman, Will Ferguson, and Jim Euchner, April 17, 2019.
28 Napoli, “Social Media and the Public Interest.”
30 Caplan and Boyd, “Who Controls the Public Sphere?”
changes in those business models, just asking them nicely to design a little differently isn’t going to help much.”

Industry standards, consumer demands, and government regulation all need to acknowledge the impact social media platforms can have on the public interest, particularly in shaping public opinion and/or degrading its quality, as has been the case with previous media technologies, such as radio and television. In those cases, standards were put in place and public service requirements and/or options developed that were intended as nonpartisan civic resources, such as National Public Radio or the Public Broadcasting Service. Might some corollary of this approach be appropriate for social media and digital news platforms, as well?

The United States has been particularly slow to create a regulatory regime for social media platforms, partially because of tensions around free speech laws—and with robust tech company lobbying undoubtedly playing a role, as well. But other countries have begun to characterize social media as part of their broader media infrastructure and are starting to regulate such platforms accordingly. Australia, for instance, has passed legislation regulating violent material concerning subjects such as murders and terrorist attacks; the EU passed the General Data Protection Regulation (GDPR); and Germany and the UK have passed legislation to protect consumers’ personal data. Most of this regulation is focused, however, on preventive measures to protect consumers and democracy rather than encouraging tech platforms to contribute to our democratic life.

Phillip Napoli has proposed a framework for managing tensions around social media regulation. Similar to our generative/preventive framing at the beginning of this paper, Napoli characterized current social media governance as restrictive, in that it concentrates on activities and content flows that should be prevented, rather than affirmative, focusing on activities and content flows that should be encouraged or required. The latter are our primary concern here, including the possibility of incentives and smart regulations that support online conditions for thoughtful public judgment and informed public engagement.

Duncan Watts warns that government regulation created in ignorance of how digital platforms actually function could create more problems than it solves—and he fears that may be where we are headed. Watts references the GDPR as an example; although it was a well-intentioned attempt to protect consumer privacy and has achieved this to an extent, he claims there have also been unexpected and important effects of the legislation. For instance, the legislation has allowed large, well-resourced companies—the very ones the GDPR intended to regulate—to thrive, while its complexity has created barriers for startups, requiring them to have large teams of lawyers and engineers to comply with it. As an alternative, Watts calls for regulation that allows media platforms to open up to more research—something we expand upon in the Complications of Doing Research in the Social Media Space section of this paper on (see page 18).

31 Sifry, interview.
34 Napoli, “Social Media and the Public Interest.”
When it comes to industry’s ability to self-regulate, Cheryl Contee points to a challenge beyond the most obvious one of the profits today’s status quo allows companies to reap. She claims that, while social media platforms have a tendency to maintain a culture and style of operating ostensibly appropriate to startups, such as extremely lean staffing, in reality they’ve become hugely profitable enterprises that wield enormous power to influence public opinion and the state of civic discourse across entire societies. “That’s fine for startups, but these are now multinational, global corporations.”

Micah Sifry argues further that the social media regulations that do exist have not been overly effective, and much more thought needs to be put into the question. He references COPPA, the Children’s Online Privacy Protection Rule, established by the Federal Communications Commission (FCC) in 1998, as an example. COPPA technically imposes certain requirements on operators of websites, including social media platforms directed at children under 13 years of age. Sifry claims, however, that COPPA has not been widely enforced, and, despite this ruling, many children engage with inappropriate content on social media and share their personal data with tech platforms.

The way social media platforms are currently constructed, the burden of responsibility and protection against harm lies primarily with the users instead of the companies. Philip Napoli has called this an individualist model of the public interest, “in which many of the responsibilities associated with the production and dissemination of the news and information essential to a well-functioning democracy fall . . . to individual media users.” The result is that users are obliged to seek out diverse news sources and viewpoints on their own, rather than having social media platforms facilitate such access for them. An alternative to such an individualist model might be one that is invested in the public interest more broadly; for instance, companies could be required to supply or contribute to a fund that supports platforms that promote sound public judgment by providing resources:

- The means to engage with diverse perspectives and diverse thinkers in productive ways
- Just-in-time information on the state of evidence about alternative solutions
- Ways of engaging with public officials and civic organizations relevant to the issue at hand

To summarize, this discussion of regulations and incentives has raised the following questions:

- Can social media platforms effectively self-regulate in ways relevant to democracy and acknowledging the importance of sounder public judgment? Can they do so in some respects if not in others?
- When does the government need to step in with regulation and/or incentives, and what kinds will be most effective? How can we ensure the regulators are well-informed and truly understand the systems they seek to regulate?
- Do we need some version of a public-interest social media system, apart from the for-profit platforms? What would such a system look like? How might it be created and supported?

---
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**Pathway 3: Consumer Education and Power**

It is possible that, as consumers’ understanding of the effects of social media platforms grows, they will begin to vote with their feet or demand change. But right now, consumers are largely uninformed about how the algorithms behind social media may be affecting their thinking and engagement in public life. While Sifry would like to see burdens on consumers eased by more effective regulation, he feels another lever to bring about change is provided by consumer education and action. “Ultimately, I think we need a clearer understanding of what the harms are. We need a language for that,” he says. “We don’t have much of it right now, especially when it comes to the harms to healthy democratic discourse.”

Popular culture suggests consumer interest in these issues may be growing. Shows like HBO’s *Silicon Valley* have delved into the unintended consequences of creating online algorithms and imposing government regulation, and a prominent plotline involves a comically ill-fated attempt to develop a new tech platform that eschews the collection of user data as a matter of principle. Our political debates also show signs that bipartisan concern is rising, though the parties may have different philosophical approaches on what is best. Recently, for example, GOP senators questioned representatives of Google and other platforms in a Senate Judiciary Committee hearing, exploring how such platforms may encourage bias against conservatives. Democratic presidential candidate Andrew Yang brought up consumers’ rights to their personal data as a key issue in the 2019 Democratic primary debates. Such leadership discourse likely reflects, and can also help stimulate, greater consumer interest in these issues.

Informed users may start to demand reforms to tech platforms, and companies may face increasing pressure to adjust their behavior as a result. Cheryl Contee finds it problematic for tech platforms to think only about how often and how much users engage rather than the quality of experiences they are getting on the platform. She states, “It happened first to Twitter and Facebook—when you don’t actually cultivate the community, when you don’t take care of it, people start to walk away . . . the health of the platform will impact the numbers.”

With increased consumer awareness of the dark side of social media algorithms, participation in platforms that encourage divisive, negative, narrowed thinking and discourse may become unpopular, and the platforms may start responding to such consumer sentiment. More likely, consumer advocates will be able to exert popular opinion to shape corporate behavior and/or government regulatory action. Such advocacy could also lead to the requirement that companies pay for consumer education about the risks of social media use, mirroring the regulation of tobacco companies to conduct consumer education about the risks of smoking.

“We need a clearer understanding of what the harms are. We don’t have much of it right now, especially when it comes to the harms to healthy democratic discourse.”

---
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Pathway 4: Research and Innovation in Support of Public Judgment

Momentum has been building in the tech world around more democracy-friendly research and innovations. Academic researchers and the private sector have joined in a partnership called Social Science One, which allows for more collaborative research between the academy and tech sectors. In April 2018, for instance, Social Science One and Facebook embarked on a project about how social media affect democracy and elections. 43 Microsoft is partnering with Stanford University to advance human-centered AI, and a workshop held in advance of the March 2019 launch of the Stanford Institute for Human-Centered Artificial Intelligence (HAI) explored how AI can be used to address important societal problems and identified cross-cutting technical, ethical, and policy challenges for AI uses. 44 Facebook has an Election Integrity and Civic Engagement team, 45 and Google’s DeepMind is examining how AI can be used in ethical and responsible ways to support public problem solving. 46 ICTec, an annual civic tech conference, brings tech designers and practitioners together each year to discuss the development of and research behind civic tech tools. 47

It is worth noting that some scholars believe the widespread concerns about the negative impacts of social media on the democratic process are overblown. Watts and Rothschild, for instance, have argued that while fake news, misinformation, and social media’s impact on democratic discourse are real problems, the popular press has overstated them relative to other sources of polarization and misinformation. 48 To be clear, our thesis is not that social media represent the source of today’s polarized and dysfunctional national politics; just that they’re increasingly problematic contributors. As Ezra Klein explains the situation,

Over the past 50 years, the country’s dominant political coalitions have sorted by ideology, race, religion, geography, psychology, consumer behavior, and cultural preferences. This has, in turn, kicked off a series of feedback loops in which political institutions (the media, Congress) and actors (candidates, individual journalists) adopt more polarized strategies to both respond and appeal to a more polarized audience, which further polarizes the audience, which further polarizes the institutions, which further polarizes the audience, and so on.

Social media is one of those institutions, and in my view, is clearly a polarization accelerant. In the coming years it may prove a primary driver. 49

Thus, one need not view social media as the core cause of our political polarization and dysfunction to want to minimize their role as an accelerant of them—or, as we are attempting to do here, to explore the potential for social media and online connectivity to contribute to healthy public discourse that strengthens democratic participation.

---
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Some initial research zeros in on questions with specific relevance to social media and the problem of public judgment. In 2014, Facebook led psychological experiments with nearly 700,000 users and found that positive newsfeed content encouraged positive comments, and negative feeds encouraged negative comments.\(^{50}\)

In a 2018 study, the Robert Wood Johnson Foundation used its National Survey of Health Attitudes to compare outcomes of Front Porch Forum communities with a national data set related to community trust. Robert Wood Johnson found that FPF encouraged more trust and connection among neighbors and more optimism about community than national averages.\(^{51}\) Research by Joshua Scacco, Ashley Muddiman, and Natalie Stroud at the University of Texas at Austin's Center for Media Engagement found that replacing article text on a news website with a digital quiz encouraged more learning about public affairs and encouraged users to stay on the site longer, creating an impact that is, arguably, good for both democracy and the news business.\(^{52}\)

Such studies are steps in the right direction, but are first steps at best; much more research and innovation are needed to determine if and how social media can support rather than undermine democracy.

**Complications of Doing Research in the Social Media Space**

According to Alex Abdo, a large obstacle in the way of research and innovation in the social media space is that tech platforms themselves are discouraging such research by those outside their organizations.\(^{53}\) Because of the way current laws are constructed, he argued, companies' right to privacy takes precedence over the public's right to understand how the company is operating.

Abdo is part of the Knight First Amendment Institute at Columbia University, which tried to conduct research about Facebook. Facebook claimed the digital investigations violated its terms of service, producing a chilling effect on the team's research. In a 2018 opinion piece in The Guardian, Abdo said imposing such restrictions is common on the parts of Facebook and Twitter, and that the platforms should lift them to allow research “to prevent social media from tearing the country apart.” He claimed that if researchers were granted access to more of Facebook's data, they could learn how it uses algorithms to respond to users' behavior and personal profiles.

Similarly, Duncan Watts advocates for the tech industry to open its gates to public and academic research.\(^{54}\) Watts is currently a professor at the University of Pennsylvania's Annenberg School for Communication who has also worked in the private sector for Microsoft and other companies. Watts overall feels that Facebook has been subjected to a lot of ill-informed criticism, but that they haven’t handled that criticism well. He comments,

> In general, I’m baffled at how reluctant Facebook has been to offer up any data. It’s a very strange response that Facebook has had the last few years to outside criticism where they just keep stonewalling and hope the problem goes away. It could hardly be worse than what people think it is. So it’s perplexing to me that they just don’t offer up what they know.\(^{55}\)


\(^{54}\) Watts, interview.
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Watts expresses concerns about the lack of transparency from the tech industry and subsequent implications on research, suggesting we are locked into a bad equilibrium where “people who know stuff aren’t allowed to say anything, and people who are doing all the talking don’t know anything.” He claims,

It’s very frustrating to me that we are still in this world where corporations sit on all this data and so researchers have bad data to work with and then they end up doing bad research. And then people in companies say—well, that’s dumb, we know that isn’t true. The solution would be to open up and let researchers have access to the good data so they would find out what is true.56

Ideally, researchers would be able to conduct “A/B studies” that divide the user base into two parts, each with its own experimental conditions. Part A, for example, might encounter social media under the influence of one algorithm while Part B would see the effect of the operation of a variant algorithm. The one with the better results (by whatever measures used) can become the new algorithm. Such a research strategy could also be applied to simpler and less expensive, yet promising, experiments, such as Scacco, Muddiman, and Stroud’s research on news article quizzes, noted earlier. As of now, though, only social media companies themselves can run these experiments. Instagram conducted a pilot study recently: after data indicated the number of “likes” users received was affecting their mental health, Instagram removed the option to view the likes of other users.57 Conducting such studies could help us learn how social media might be redesigned to encourage sounder public judgment—for instance, by lessening filter bubble effects and providing more expansive alternatives that help people become more knowledgeable, more open-minded, and less artificially polarized.

An implication is that the ability to conduct meaningful research and innovation may depend on the regulation of tech platforms to allow for the data access needed to test ideas, illustrating the push and pull of the four pathways we have presented. Similarly, ethical design would ideally be informed by research, and consumer demands may drive ethical design. Essentially, considering one pathway without considering the effect of and potential interplay with others is difficult, which is one reason this subject is so complex.

**Promising Innovations**

When we asked the experts to identify tech platforms that actively support public judgment, they came up with a handful of examples that can inform the field’s thinking. Overall, these examples demonstrate four common themes for future research and innovation:

- Designing new digital platforms so users better understand their own views, expose themselves to new ideas, encourage constructive dialogue, and build community
- Creating civic add-ons for existing technology that accomplish these goals
- Allowing consumers to control their own settings with relationship to their feeds and recommendations for other content
- Using sentiment analysis as a means to identify common themes and work through ideas and, perhaps, affect user feeds

Not many examples exist of democracy-friendly platforms that create conditions supportive of sound public judgment, but below we share a few promising ones.
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Exploring New Digital Platforms

Change a View. Micah Sifry refers us to Change a View, a platform that promotes meaningful multipartisan discourse. It emerged out of a Reddit community called Change My View, founded by Kal Turnbull to encourage people to consider the points of view of others and make strong, meaningful arguments. By 2019, Change My View had grown to more than 700,000 subscribers, but Turnbull was frustrated by how Reddit's algorithm would push controversial threads higher than reasoned, meaningful conversations. He ended up creating his own platform called Change A View, a site on which users can flag arguments that have changed their minds. The site pays moderators to review threads, and provides a “public mod log” so people can see what changes the moderator has made.58 Rules guide Change A View to try to keep discourses productive, (similar to those that govern Change My View), including directives like, “comments must contribute meaningfully to discussion” and “don’t be rude or hostile to another user.”59

Using human moderators to monitor content raises questions of scalability and sidesteps a central question of this discussion, which is whether AI can be adjusted to support public judgment rather than undermine it. But experiments like Change A View can help the AI community gain a better understanding of what algorithms supportive of public judgment ought to be “optimizing for” and thus be an important step in the process.

Front Porch Forum. Micah Sifry also identifies Front Porch Forum as a model for how social media can build strong local community, which, in turn, allows for stronger public judgment. He comments,

Two-thirds of [Vermont's] households belong to a local [Front Porch] Forum and visit it typically once a day to get civic news, to hear about their neighbors, to hear about what’s going on around town, to hear what the school board or the town board are up to. The platform is architected around what you might call “slow democracy.”60

Michael Wood-Lewis developed FPF because he and his wife had difficulty meeting people in their small Vermont community. The design of FPF was always intended to facilitate human connection, getting people out from in front of their computer screens back into their local communities. Users are required to provide their street addresses and identify with their full names to join the network, which connects real-life neighbors to each other on a digital platform. Unlike platforms like Facebook, users do not have their own individual profile pages and cannot select their friends, so, much like in an actual neighborhood, anyone living locally can interact with others. Local people act as paid human moderators, skimming posts to make sure they adhere to the site’s code of conduct, which, among other things, prohibits personal attacks.61

By many accounts, FFP seems to be working well. In many Vermont towns, 80 percent of residents participate in FPF,62 and 79 percent of users take offline civic actions, such as helping out neighbors, as a result of membership in their local forums. FPF has been used in conjunction with a range of community needs and interests, from posting about lost pets to
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soliciting recommendations for mechanics to talking local politics or helping neighbors in need. A particular strength of the forum has been its role in preparing for and responding to natural disasters. One Vermont resident, for instance, shared in a news story that she felt her town had been more prepared for tropical storm Irene because FPF had helped “to build and reinforce relationships with neighbors.”63 When the Vermont Council on Rural Development was awarded a federal grant to increase the resiliency of towns at risk of disasters, they included Front Porch Forum as part of the grant.

Overall, FPF provides an alternative paradigm for social media, one that allows for building rather than polarizing communities. As Thomas Streeter, professor of sociology at the University of Vermont, commented in a documentary about FPF,

> Humanity has only been communicating electronically [for a short time]. We’re still trying to figure out what we’ve done to ourselves. And I think it’s made people look at Facebook and Google and the large commercial companies involved, and I think people are wondering whether they actually represent the best of what the Internet can deliver.64

Sifry is careful, however, not to idealize FPF, sharing that people on the site “can still be snotty; not everyone gets along. It’s not like some perfect utopia, but the overall impact is that these things don’t spike as high [as on other platforms] in terms of flaming into real polarization.”65

As on Change A View, the use of human moderators on FPF potentially informs prodemocracy experiments with AI but is still not a purely “machine” example as humans are involved in vetting information rather than algorithms doing so independently. We see a more “pure” machine experiment in the next example.

**Project Debater.** IBM’s Project Debater is an attempt to encourage users to expand their thinking through AI, which it has programmed to debate, present evidence, and critique user arguments.66 Project Debater’s AI system scans massive numbers of texts at high speed to deliver speeches about different topics. It can also rebut opponents, providing an opportunity for discourse back and forth. The logic behind the interface is that it will “help people reason by providing compelling, evidence-based arguments” and limit “the influence of emotion, bias, or ambiguity.”67

IBM developed Project Debater with the intention of expanding people’s thinking through reasoned debate, helping them see that answers are not black and white—a task directly relevant to public judgment formation, as Yankelovich described it. Whether they will elect to spend time engaging with Project Debater remains an open question, and the interface, which currently provides limited topics for discussion, can be a bit unwieldy and time consuming to use. But it is at least an initial attempt to experiment with AI and human interaction in ways that are relevant to engendering sounder public judgment, and so seems worthy of study.

**Adding Civic Tools to Existing Platforms**

One strategy for strengthening public judgment online is to add civic tools or filters to existing social media platforms. Cheryl Contee mentions how Google’s AI-based DeepMind has been working on strategies to analyze the content of conversations so it can, for example, flag
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unproductive content and use AI to prompt different kinds of user engagement. Says Contee, “There may be ways the system could be trained to raise a red flag to people in the conversation or to a moderator or someone else to say, ‘This is taking off in a really unhealthy way.’” Bots may have potential to address these red flags. Bots are frequently used as customer service tools in that they allow for automated machine responses that simulate conversations. But bots could also be used to prompt reflection about a user’s behavior; before allowing a post with lots of angry words, for instance, a bot could provide users with questions like, “Are you sure you want to post this?”

One experiment performed by Natalie Stroud and her colleagues has shown that small design tweaks, such as providing online quizzes about articles or substituting a “respect” for “like” button, can affect how people interact online in ways relevant to a healthier democratic discourse. Users in the experiment tended to “respect” political comments more frequently than they liked or recommended the comments and were more likely to respect comments expressing points of view different than their own. Importantly, adding a “respect” button seemed to have merit not only for democracy (in that users were more thoughtful about the information they were viewing) but also for business (in that they spent more time in the comment section). The results of the experiment illustrate how a “double bottom line” might be possible—one that provides positive outcomes both for business and democracy.

Upon hearing about Stroud, Muddiman, and Scacco’s work, John Thomas wondered if space could be provided on social media platforms like Facebook and Twitter for reactions even more nuanced and multidimensional than made possible by the respect button. He suggests tools that would facilitate feedback like, “This is clever. I disagree, but it made me think,” or “You brought me to something I didn’t know here.”

Efforts to Educate Consumers and Give Them Control and Choice

Once people understand the risks associated with existing media platforms, as well as the potential benefits of engaging with more democracy-friendly interfaces, they can make educated decisions about how they want to use social media. Just as tobacco consumers who have come to understand the risks of smoking can make more informed choices, so online consumers can become aware of the risks of filter bubbles, fake news, echo chambers, and divisive online discourses and decide what kinds of platforms they want to associate with. Those who want a different kind of online experience should have the option to control their settings and access to platforms that allow for more democratic experiences. As Ethan Zuckerman has recently put it, A public service Web invites us to imagine services that don’t exist now, because they are not commercially viable, but perhaps should exist for . . . the benefit of citizens in a democracy. We’ve seen a wave of innovation around tools that entertain us and capture our attention for resale to advertisers, but much less innovation around tools that educate us and challenge us to broaden our sphere of exposure, or that amplify marginalized voices.

The tech platform Canopy recently launched an app called Tonic that provides users with both diverse and personalized articles and videos, while protecting consumers’ private data. To do so,
the app uses something called “differential privacy,” which “enables organizations to learn from a
group’s patterns without distinguishing between individuals within it.”

Gizmodo compared Tonic’s
differential privacy to the U.S. Census, in that the government can aggregate census data about
citizens without revealing anything about one particular individual.

Essentially, Tonic collects data
about what users do and don’t read and offers them recommended readings based on their habits
but without collecting personalized user data. Although Canopy’s employees don’t create specific
recommendations based on user profiles, they do vet all content that lands on Tonic.

Since content is curated, outrage for its own sake can be avoided, and Tonic can provide more factual
and unbiased content than social media feeds. Tonic also strives to offer people content they might
not normally engage with to encourage them to break out of their filter bubbles. It is important to
note, however, that at this time Tonic is not a “social” media platform but rather a media platform;
although users can read content, they do not receive options to comment or interact.

Although Tonic’s rhetoric of more user control, privacy, and positivity are appealing, the platform
itself still feels experimental and seems to cater primarily to a highly educated crowd. The content
presented to users appears somewhat random, which in some ways accomplishes Tonic’s goal
of exposing users to new ideas. But, the question will be, is the content compelling enough to
encourage users to frequent the platform?

Using Sentiment Analysis to Identify Themes and Work Through Ideas

Sentiment analysis—the act of scanning online discourse and identifying common themes—has
shown some potential to accelerate thoughtful, large-scale public decision-making processes. It is
a process of mining data, often in the context of social media sites, to facilitate understanding of
people’s opinions. While sentiment analysis is often used in business to help companies discern
social views about their brands, products, or services, it can also be used to help identify public
discourses and facilitate public judgment. A prime example is the software platform Pol.is, which
has been gaining attention across the globe, including in Canada, Denmark, and Taiwan. It uses
sentiment analysis to help communities move from polarizing, deadlocked debates to identifying
common ground that drives decisions.

Colin Megill, the cofounder and CEO of Pol.is, claims the platform provides a better way than
social media for government and public leaders to understand the public’s priorities. Pol.is
allows users to cross-pollinate their ideas and work through the consequences of their positions—
both of which are fundamental to the process of public judgment formation that Yankelovich
described. Pol.is does this by putting forward statements about an issue that users can agree or
disagree with, and it allows them to post comments themselves. Users can indicate support or
disagreement with the comments of others, but they can’t directly reply to other users directly
—this is an intentional design to prevent unproductive diatribes. Pol.is codes data and groups’
comments into themes that signify opinions about the given issue area, creating a sort of visual
map where one can see where agreement and disagreement occur.
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An example of Pol.is in action is the work the company is doing with the Taiwanese government to support a platform called vTaiwan—the “v” stands for “vision, voice, vote, and virtual.” vTaiwan emerged out of the Sunflower Movement, in which Taiwanese students mounted protests in opposition to changes in trade policies between Taiwan and China. vTaiwan was designed to crowdsource ideas and identify areas of consensus among different parties, as well as to bring citizens into conversations about prospective laws and regulations. Over the past five years, vTaiwan has informed national legislation for at least twelve different cross-cutting issues, and, in 2016, Taiwan’s new premier declared, “All substantial national issues should go through a vTaiwan-like process.” Media outlets have teamed up with vTaiwan in a project called Talk to Taiwan, a broadcast show on which government ministers, mayors, and scholars respond to citizen ideas and concerns expressed by Pol.is. Together, vTaiwan and Talk to Taiwan distribute surveys through social media and other outreach methods and receive response rates of about 1,000 people per issue area. The outcomes of the surveys are then deliberated on in live video broadcasts attended by around 20,000 people per issue. In these ways, vTaiwan has had a consistent presence and relatively broad reach in Taiwan for half a decade.

One of vTaiwan’s large-scale efforts took place in 2015, when it addressed controversies emerging from the appearance of Uber on the Taiwan transportation scene. In particular, citizens and business and government leaders had questions about the regulation of Uber and how to ensure fair competition with taxi services. In the decision-making on Uber, the vTaiwan process moved through four stages: objective, reflective, interpretive, and decision. In the objective stage, the platform leaders—a group called gOv—researched the Uber transportation issue in detail, gathering data for the public and translating jargon so people could easily understand the issues at hand. gOv also identified and contacted relevant stakeholders with invitations to participate in the platform. vTaiwan used advertisements on Facebook and other social media platforms to encourage people to join the conversation.

The goal of the reflective stage was to crowdsource ideas and gather public opinion. Using Pol.is software, users voted on suggestions made by others or contributed their own ideas. In four weeks, 4,500 people participated in this process with regard to the Uber issue. Using the visual map showing the areas of agreement and disagreement of the pro- and anti-Uber camps, gOv was able to draft six recommendations with which 80 percent of people agreed and move on to the interpretive stage.

In this third stage, vTaiwan invited experts from industry and academia, active online users, and representatives from government, Uber, and the taxi companies to a two-hour, in-person public meeting. The group used data from the Pol.is survey to develop proposals for Taiwanese Parliament. The public was allowed to livestream the conversation and contribute through online chat rooms and digital whiteboards that could be fed back into the meeting. At least 1,800 people watched the event or participated remotely.

---

81 King, “Building Consensus and Compromise on Uber.”
82 vTaiwan, “Where Do We Go as a Society?” https://info.vtaiwan.tw/.
84 ibid
85 King, “Building Consensus and Compromise on Uber.”
In the final, decision, stage, proposals were developed into a draft bill and sent to the Parliament, where all were ratified into new regulation.86

Platforms like vTaiwan and software from Pol.is appear promising—in fact, the stages through which vTaiwan moves participants mirror in many ways the stages of public judgment; participants become more deeply aware of issues, as in the consciousness-raising stage, then share opinions and deliberate, as in working through, and, finally, they move toward decisions, or resolution. vTaiwan’s approach to partnering with social media networking sites to attract participants could be used to build more synergy between large social media platforms and participatory processes.

One question posed by the example of vTaiwan is how to foster balanced participation online, which is an issue not only for Pol.is, but for all online deliberation technologies. vTaiwan appears to have worked to seek out diverse stakeholders, but a lack of oversight into who is participating and what interest groups they represent could result in the process of public judgment’s becoming skewed or manipulated. Of course, these issues of participation apply to other forms of civic engagement, as well, from voting to advocacy. They do not negate the promise of Pol.is and similar efforts to contribute to public judgment and meaningful civic participation via digital technology.

CONCLUSION

When we began this study, one of our key questions was whether machine learning could be applied to facilitate sounder public judgment. Our initial research suggests this is, indeed, possible, but a great deal of cross-sector conversation and work will be necessary to get us there. Clearly, this is a complicated issue without quick or easy solutions. As Duncan Watts explains,

We’ve never had to develop a system of governance that applies to 2 billion people across 100 different nation states. That problem has never come up in all of human history. So it’s not surprising that it is difficult . . . So how do we think through that problem? 87

We propose the four pathways featured in this paper as a framework for thinking through this challenge by addressing questions that include the following:

- What is the potential of “ethical design” to drive change? Is it possible to use machine-learning algorithms to optimize for democracy as well as profit? Is some sort of public service internet desirable and even necessary?
- What information do consumers need to understand the opportunities and risks of social media use? Who should share this information, and what are the most effective ways of sharing it?
- Where is self-regulation sufficient, and where do government incentives and regulation need to be put into place? What kind of incentives and regulation would be most effective?
- Can social media platforms truly encourage civil, productive discourse via AI algorithms without the presence of human moderators? How could this proposition be tested?
- To enable less destructive and more productive user experiences, are we limited to platforms that focus on local life, or can we replicate experiences like Front Porch Forum in national and global platforms?
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• What research and innovation agenda is most needed to create a more democracy-friendly internet that supports rather than undermines sound public judgment and meaningful civic participation? What needs to be done to ensure the possibility that high-quality research will be done, within and outside of the tech sector?

We suspect these conversations will be most fruitful if they range across sectors and disciplines, including diverse philosophical and political perspectives and involving such stakeholders as tech industry leaders, computer and data scientists, public officials, faith and ethics leaders, scholars, and consumer and democracy advocates. These individuals need to come together and move through their own process of public judgment, sharing information, listening and testing ideas, and deliberating on ends, means, and tradeoffs. Their deliberations should be informed and influenced by a “deep dive” into the evolving views and values of the American public on these new, society-changing digital realities.

As social media platforms increasingly gain power over the public and the government, and consumers raise questions about this power and its implications, we find ourselves at a critical juncture. It is reminiscent of journalist Edward R. Murrow’s musings about the tremendous potential of television to fight “against ignorance, intolerance, and indifference.” His words, spoken in 1958, still apply:

This instrument can teach, it can illuminate; yes, and even it can inspire. But it can do so only to the extent that humans are determined to use it to those ends. Otherwise, it’s nothing but wires and lights in a box.

Social media platforms appear to have the potential not only to support democracy, but to strengthen it, allowing for more access to information than ever before, as well as the opportunity to engage with people with diverse perspectives whom we would never have met otherwise, from across our community, across the nation, and throughout the world. Such opportunities can provide a solid foundation for upholding the sound public judgment essential to strong democracy. But to capitalize on this moment, we need thoughtful consideration and collaborative action, and we need it soon.
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APPENDIX
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**Adolf Gundersen**
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Foster Provost
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Cheryl Contee
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Micah Sifry
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